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CAHAI - MANDATE
Under the authority of the Committee of Ministers, the CAHAI is instructed to:

• examine the feasibility and potential elements on the basis of broad multi-stakeholder consultations, of a legal framework for the 
development, design and application of artificial intelligence, based on the Council of Europe’s standards on human rights, democracy 
and the rule of law.

When fulfilling this task, the Ad hoc Committee shall:

• take into account the standards of the Council of Europe relevant to the design, development and application of digital 
technologies, in the fields of human rights, democracy and the rule of law, in particular on the basis of existing legal instruments;

• take into account relevant existing universal and regional international legal instruments, work undertaken by other Council of 
Europe bodies as well as ongoing work in other international and regional organisations;

• take due account of a gender perspective, building cohesive societies and promoting and protecting rights of persons with 
disabilities in the performance of its tasks.

ORhttps://www.coe.int/en/web/artificial-
intelligence/cahai
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= 830+ million people



European Convention on Human Rights 
(1950, Convention for the protection of human rights and fundamental freedoms)

Convention on the Elaboration of a European Pharmacopoeia (1964)

Oviedo Convention
(1997, Convention for the protection of human rights and dignity of the human being with regard to the application of biology and 

medicine)

Budapest Convention
(2001, Convention on cybercrime)

Convention 108 (108+)
(1981, Convention for the protection of individuals with regard to automatic processing of personal data)
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No legal vacuum, but … 
(see chapters 3 & 5)

• Substantive and procedural gaps 

• Uneven protection levels 

• Uncertainties affect development and implementation 

• Soft law approach has major limitations
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KEY VALUES, RIGHTS AND PRINCIPLES 
(chapter 7)

• Human dignity

• Prevention of harm to human rights, democracy and the rule of law

• Human freedom and Human autonomy 

• Non-Discrimination, Gender equality, Fairness and Diversity

• Transparency and Explainability of AI systems

• Data protection and the right to privacy

• Accountability and responsibility

• Democracy

• Rule of Law



7.1.1. Human Dignity (example)

 Key substantive rights: 

• The right to human dignity, the right to life (Art. 2 ECHR), and the right to physical and mental integrity. 

• The right to be informed of the fact that one is interacting with an AI system rather than with a human being, 
in particular when the risk of confusion arises and can affect human dignity.  

• The right to refuse interaction with an AI system whenever this can adversely impact human dignity. 

Key obligations:

• Member States should ensure that, where tasks risk violating human dignity if carried out by machines 
rather than human beings, these tasks are reserved for humans. 

• Member States should require AI deployers to inform human beings of the fact that they are interacting with 
an AI system rather than with a human being whenever confusion may arise



APPROPRIATE LEGAL FRAMEWORK 
(1/2)

An appropriate legal framework will likely consist of a combination of binding and non-
binding legal instruments, that complement each other.  

A binding instrument, a convention or framework convention, of horizontal character, 
could consolidate general common principles – contextualised to apply to the AI 
environment and using a risk-based approach – and include more granular provisions in 
line with the rights, principles and obligations identified in this feasibility study. 

Any binding document, whatever its shape, should not be overly prescriptive so as to 
secure its future-proof nature. Moreover, it should ensure that socially beneficial AI 
innovation can flourish, all the while adequately tackling the specific risks posed by 
the design, development and application of AI systems.



APPROPRIATE LEGAL FRAMEWORK 
(2/2)

This instrument could be combined with additional binding or non-binding sectoral 
Council of Europe instruments to address challenges brought by AI systems in specific 
sectors.  

This combination would also allow legal certainty for AI stakeholders to be enhanced, 
and provide the required legal guidance to private actors wishing to undertake self-
regulatory initiatives.  

Moreover, by establishing common norms at an international level, transboundary 
trust in AI products and services would be ensured, thereby guaranteeing that the 
benefits generated by AI systems can travel across national borders.  

It is important that any legal framework includes practical mechanisms to mitigate risks 
arising from AI systems, as well as appropriate follow-up mechanisms and processes 
and measures for international co-operation.
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Mapping  legal frameworks  
(binding and non-binding),  

opportunities & risks to human rights, rule of 
law and democracy 

         CAHAI WG 1 : Policy development group (PDG)

CAHAI WG 2 : Legal frameworks 
group (LFG) 

                    CAHAI online WG 3 : Consultations and outreach 
group (COG)

Online questionnaire 
November 2019- 28 

February 2020

Progress report 
to the 

Committee of 
Ministers

CAHAI 2nd meeting 
July 

Key deliverables and proposed roadmap of CAHAI  (2019 –2021) 

2019 2020 2021

CAHAI 1st 
meeting 

November

CAHAI online 
consultation

CAHAI 3rd   
meeting 

December 

CAHAI 4th  
meeting 

Ministerial 
conference

CAHAI 5th  
meeting

Outlines of 
mappings      Mapping    policy solutions Legal framework elements

Set up of 
CAHAI 

Thematic consultations/events/online CAHAI consultations and outreach

Final Report  to 
the CM

CAHAI - ROADMAP



LFG and PDG in 2021



LFG - internal division of work



http://globalpolicy.ai/en/
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https://oecd.ai/classification
OR

Deadline: June 30


